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#### Abstract

Fringe array is proposed as the cooperated target in the precise torsion angle detection．The target fringe array image is generated according to the structure of the optical system，and the torsion angle detection algorithm is analyzed in response to the gray distribution of the image．The factors affecting the detection precision of the fringe torsion angle are analyzed theoretically and numerically．It indicates that the detection precision of the torsion angle is 1 angular second or even less，carefully selecting the detector array．Significantly，experiments are performed to demonstrate the precision and the results match well with the simulations．
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Three dimensional（3D）angular deformations detection system is an important subsystem of the navigation system，and has been widely used in voyage，aeronau－ tics，and astronautics ${ }^{[1]}$ ．With the development of the navigation technology，it is necessary to achieve a pre－ cision of several angular seconds in the 3D angular deformations detection system ${ }^{[2]}$ ．Although some de－ tection methods have been proposed，such as inertia matching method ${ }^{[1-4]}$ ，fiber Bragg gratings method ${ }^{[5-7]}$ ， photogrammetry method ${ }^{[8-12]}$ ，and optical collimated method ${ }^{[13-15]}$ ，there is still not a precise and reliable de－ tection method so far，for the complexity of the platform structure and the variability of the performance environ－ ment．Optical method is a superior method among the proposed methods，but it also has some limits．As is known，in an optical 3D angular deformations detection system，the pitching and yawing deformations are calcu－ lated by the movement of the cooperative target in the image，while the rolling deformation is calculated by the rotation of the target ${ }^{[13]}$ ．Therefore，it is difficult to de－ tect the rolling deformation with the precision of several angular seconds in a digital image．To overcome this limit，many complex targets have been developed，such as moire fringe ${ }^{[14]}$ and 3D target ${ }^{[8,9]}$ ．

In this letter，we achieve precise torsion angle detec－ tion by fringe array．This target not only makes the op－ tical structure simpler，but also makes the realization of practical detection easier，compared with the other com－ plex targets proposed．This letter is organized as follows： Firstly，the fringe array image is generated in response to the optical system，to guarantee the uniformity of the simulation and the practical application．Secondly，the algorithm for detecting the torsion angle is proposed ac－ cording to the gray distribution of the generated image． Thirdly，the fringe length and the torsion angle，the fac－ tors which impact the detection precision of the fringe angle，are analyzed in detail．Fourthly，it is demon－ strated that high precision torsion angle detection can be achieved，with fringe array as the cooperated target． Finally，the experiments were performed to test the pre－ cision of this method．

As we know，when the fringe array image is transferred in the optical system，it will be impacted by spatial low－ pass filtering，since the clear aperture of the optical sys－ tem is limited．Therefore，the ideal gray distribution of the fringe edge obeys step distribution，and the practical gray distribution of the fringe edge obeys slowly changing distribution，rather than the commonly used Gaussian distribution．The ideal gray distribution of the fringe array can be expressed as

$$
I_{\mathrm{I}}(x, y)=\sum_{i=1}^{n} \operatorname{rect}\left(\frac{x}{a}-x_{i}\right)= \begin{cases}1 & |x| \leqslant \frac{a}{2}, y \leqslant \frac{b}{2}  \tag{1}\\ 0 & \text { others }\end{cases}
$$

where $a$ is the width of the fringe，$b$ is the length of the fringe，$x_{i}$ is the center of each fringe，and $n$ is the fringe， number．Thus the spatial spectrum is the Fourier trans－ form of the gray distribution：

$$
\begin{equation*}
G_{\mathrm{I}}\left(f_{x}, f_{y}\right)=F\left\{I_{\mathrm{I}}(x, y)\right\} \tag{2}
\end{equation*}
$$

Assuming that the optical system is noncoherent，the filter function can be expressed as
$H(\rho)= \begin{cases}\frac{2}{\pi}\left[\arccos \left(\frac{\rho}{2 \rho_{0}}\right)-\frac{\rho}{2 \rho_{0}} \sqrt{1-\left(\frac{\rho}{2 \rho_{0}}\right)^{2}}\right], & |\rho| \leqslant 2 \rho_{0} \\ 0, & |\rho|>2 \rho_{0}\end{cases}$
where $\rho$ is defined by

$$
\begin{equation*}
\rho=\sqrt{f_{x}^{2}+f_{y}^{2}} \tag{4}
\end{equation*}
$$

and $\rho_{0}$ is the cutoff frequency of the optical system and defined by

$$
\begin{equation*}
\rho_{0}=\frac{D}{2 \lambda z} \tag{5}
\end{equation*}
$$

herein $D$ is the clear aperture of the optical system，$\lambda$ and $z$ are the wavelength and the optical wave propagating distance respectively．


Fig. 1. Gray variation of the fringe array.
Therefore, the practice gray distribution is ${ }^{[16,17]}$

$$
\begin{align*}
I_{\mathrm{R}}(x, y) & =F^{-1}\left\{G_{\mathrm{R}}\left(f_{x}, f_{y}\right)\right\} \\
& =F^{-1}\left\{G_{\mathrm{I}}\left(f_{x}, f_{y}\right) \cdot H\left(f_{x}, f_{y}\right)\right\} . \tag{6}
\end{align*}
$$

The variation discussed above is shown in Fig. 1. Since the fringe array image is generated according to the parameters of the optical system, this generation method is more flexible than Gaussian function.

Common technologies in image procession, such as edge detection ${ }^{[18]}$, Hough transform ${ }^{[19]}$, and Radon transform ${ }^{[20]}$, are not suitable for the precise fringe angle detection, not only because of the low calculating efficiency but also the limited precision. Our study indicates that the sub-pixel location algorithm can achieve the precise torsion angle detection in special conditions. The program of the fringe angle detection contains three steps. Firstly, there is a central point in every crosssection of one fringe, and its coordinate can be calculated by the subpixel location algorithm. Thus a coordinate array can be obtained from all the cross-sections in a fringe. Secondly, the fringe equation is found by the least square method, using the coordinate array obtained in the first step, and then the torsion angle can be calculated by the fringe slope. Assuming that the coordinate array is $\left(x_{0 i}, y_{0 i}\right)(i=1,2, \ldots, n)$, the fringe is expressed as $y_{0 i}=k x_{0 i}+b$ where $k, b$ are the parameters of the straight line, we obtain

$$
\begin{equation*}
\mathbf{B C}=\mathbf{Q}, \tag{7}
\end{equation*}
$$

where

$$
\mathbf{B}=\left[\begin{array}{cc}
x_{01} & 1 \\
x_{02} & 1 \\
\vdots & \vdots \\
x_{0 n} & 1
\end{array}\right], \quad \mathbf{C}=\left[\begin{array}{c}
k \\
b
\end{array}\right], \quad \mathbf{Q}=\left[\begin{array}{c}
y_{01} \\
y_{02} \\
\vdots \\
y_{0 n}
\end{array}\right]
$$

The matrix $\mathbf{C}$ which contains the information of the fringe is given by

$$
\begin{equation*}
\mathbf{C}=\left(\mathbf{B}^{\mathrm{T}} \mathbf{B}\right)^{-1} \mathbf{B}^{\mathrm{T}} \mathbf{Q} \tag{8}
\end{equation*}
$$

The torsion angle $\theta$ is given by

$$
\begin{equation*}
\theta=\operatorname{arctg}(k) \tag{9}
\end{equation*}
$$

where $k$ is the first element in $\mathbf{C}$. Thirdly, all the fringe torsion angles are calculated by the method introduced in the second step, and the torsion angle of the fringe array is the mean value of all the fringe torsion angles. In particular, it is almost impossible for the fringe cross-section
to locate along the direction of the pixels, thus we cannot get the exact gray distribution on the cross-section, even by mature interpolation algorithm. To solve this problem, we search the central points on each section of the fringe along the direction of the pixels, for the symmetry of the fringe distribution.

As mentioned in the first step, gray centroid method and Gaussian fitting are both sub-pixel location algorithms for locating the central points in the fringe sections ${ }^{[21,22]}$. However, we find that Gaussian fitting, which always requires the gray values distribute as a Gaussian line, is not suitable for our requirement, because the gray values in the cross-section does not distribute as a Gaussian distribution line in our optical system. In the discussion above, we indicate that the gray distribution is impacted by the lowpass fitting effect and the fringe width. Considering that the cutoff frequency is fixed in the optical system, the fringe width becomes the core factor for the gray distribution in the image plane. Assuming that the wavelength is 680 nm , the clear aperture is 100 mm , and the propagating distance is 20 m , the cutoff frequency is $3.7 \times 10^{3} \mathrm{~m}^{-1}$ according to Eq. (4). When the pixel size is $5.5 \mu \mathrm{~m}$, the gray distribution in the cross-section is shown in Fig. 2.
Figure 2 shows that the gray distributions of the fringe cross-section are symmetric and do not obey Gaussian distribution with the fringe widths of 20,30 , and 40 pixels. Therefore, we search the central point of the fringe by gray centroid method, which performs well when the distribution is symmetric. Thus the gray center of the fringe section can be given by

$$
\begin{equation*}
x_{0}=\frac{\sum_{i=1}^{n} x_{\mathrm{s} i} I\left(x_{s i}\right)}{\sum_{i=1}^{n} I\left(x_{\mathrm{s} i}\right)} \quad \text { or } \quad y_{0}=\frac{\sum_{i=1}^{n} y_{\mathrm{s} i} I\left(y_{\mathrm{s} i}\right)}{\sum_{i=1}^{n} I\left(y_{\mathrm{s} i}\right)} \tag{10}
\end{equation*}
$$

where $x_{\mathrm{s} i}$ (or $y_{\mathrm{s} i}$ ) is the coordinate of the pixel on the fringe section, $I\left(x_{\mathrm{s} i}\right)$ (or $I\left(y_{\mathrm{s} i}\right)$ ) is the gray value of the pixel, and $n$ is the total number of pixels on the fringe section. The former is performed when we search the center along the direction of $x$-axis and the latter is performed when we search the center along the direction of $y$-axis. To investigate whether this method is sensitive to the fringe width or not, we study the location errors of the gray centroid method and the results are shown in Fig. 3.


Fig. 2. Practice distribution of the fringe cross-section, with the ideal width of the fringe $10,20,30$, and 40 pixels respectively.


Fig. 3. Location errors in different fringe widths. The $x$-axis is the sampling points, and the $y$-axis is the location error.


Fig. 4. Torsion angle errors of a single fringe. The solid line and the points denote the theoretical and simulated values respectively. The theoretical values is three times of the $\varepsilon_{\text {fringe }}$ standard deviation, and the simulated values show the calculation results by the algorithm mentioned above. According to the character of normal distribution, the theoretical value is larger than practical value, with the probability of $99.74 \%$.

Figure 3 shows that the gray centroid method is not sensitive to the fringe width. Our further study shows that all the detection errors are less than 3 angular seconds, when the fringe length is 1000 pixels, the torsion angle is $5^{\circ}$, and the ideal width ranges from 10 to 40 pixels. In conclusion, the performance of the angle detection algorithm proposed is not sensitive to the fringe width, and the precision is at the magnitude of several angular seconds.

Although we have found an effective algorithm to detect the torsion angle effectively, it is not the only factor on the high precision torsion angle detection. The fringe length and the torsion angle itself play an important role too. According to the proposed algorithm, the torsion angle is calculated by the mean errors of the central point coordinates. Thus we can estimate the detection error from the location error of the algorithm. Assuming that the location error in a section is $x_{i}$, the mean location error $x_{\text {fringe }}$ of a fringe can be expressed as

$$
\begin{equation*}
x_{\text {fringe }}=\frac{1}{n} \sum_{i=1}^{n} x_{i} \tag{11}
\end{equation*}
$$

where $n$ is the length of the fringe. When $x_{i}$ obeys normal distribution $N\left(\mu, \sigma^{2}\right)$, the distribution of $x_{\text {fringe }}$ can be expressed as

$$
\begin{equation*}
x_{\text {fringe }} \sim N\left(\frac{\mu}{n}, \frac{\sigma^{2}}{n}\right) . \tag{12}
\end{equation*}
$$

The torsion angle error can be expressed as

$$
\begin{equation*}
\varepsilon_{\text {fringe }}=\operatorname{arctg}\left(\frac{x_{\text {fringe }}-x_{\text {fringe }}^{\prime}}{n}\right) \tag{13}
\end{equation*}
$$

where $x_{\text {fringe }}$ and $x_{\text {fringe }}^{\prime}$ are the two endpoints of the fringe. Thus the distribution of torsion angle error is

$$
\begin{equation*}
\varepsilon_{\text {fringe }} \sim N\left(0, \frac{2 \sigma^{2}}{n^{3}}\right) \tag{14}
\end{equation*}
$$

To certify the impact of the fringe length, numerical simulations are performed. When the torsion angle is $5^{\circ}$, the torsion angle error versus the fringe length is shown in Fig. 4.

Figure 4 shows that the theoretical value matches well with the simulated value. The longer the fringe is, the smaller the detection error will be. Particularly, when the length is 1000 pixels, the error will be less than 5 angular seconds and meets the requirement of precise torsion angle detection. Furthermore, the error is less than 1 angular second when the length is 2000 pixels. This result implies that precise torsion angle detection requires high resolution detector array, and the resolution should be at least one million pixels $(1000 \times 1000$ (pixels)).
Torsion angle $\theta$ itself is also a factor affecting the precise detection. As shown in Fig. 5, we search the fringe sections along the direction of pixels.
In this way, the quantity of the sections as a function of $\theta$ can be expressed as

$$
n= \begin{cases}\operatorname{int}(N \cos \theta), & \theta \leqslant 45^{\circ}  \tag{15}\\ \operatorname{int}(N \sin \theta), & \theta>45^{\circ}\end{cases}
$$

where $N$ is the length of the fringe and int means the integer part. When the angle between the fringe and the direction of the pixels increases, the quantity of the sections involved in the calculation will decrease, and the detection error will increase as well. The detection error as a function of the torsion angle is shown in Fig. 6.
As shown in Fig. 6, the simulated result matches well with the theoretical values. It is demonstrated that the angle between the fringe and the direction of the detector array should be as small as possible, to achieve the precise detection.



Fig. 5. Directions of the sections involved in calculation.


Fig. 6. Detection angle as a function of the torsion angle, with the fringe length 1000 pixels and the torsion angle $5^{\circ}$. The theoretical values denoted by the shadow area show three times of the $\varepsilon_{\text {fringe }}$ standard deviation, and the simulated values denoted by solid line show the calculation results by the algorithm proposed. According to the character of normal distribution, the solid line locates in the shadow area with probability of $99.74 \%$. The fluctuation of the simulated values is induced by the discretization of the detector array.


Fig. 7. Torsion angle errors of fringe array. The line and the points denote the theoretical and simulated values respectively. The theoretical values is three times of the $\varepsilon_{\text {array }}$ standard deviation, and the simulated values show the calculation results by the algorithm proposed. According to the character of normal distribution, the theoretical value is larger than practical value, with the probability of $99.74 \%$.

Based on the discussion above, we detect the torsion angle by a fringe array, which is a novel cooperated target. Assuming that there are $m$ fringes in the fringe array and the single fringe torsion angle error $\varepsilon_{j}$ distributes as Eq. (14), the torsion angle error of the fringe array can be expressed as

$$
\begin{equation*}
\varepsilon_{\text {array }}=\frac{1}{m} \sum_{j=1}^{m} \varepsilon_{j} \tag{16}
\end{equation*}
$$

and its distribution is

$$
\begin{equation*}
\varepsilon_{\text {array }} \sim N\left(0, \frac{2 \sigma^{2}}{m n^{3}}\right) \tag{17}
\end{equation*}
$$

It is shown in Eq. (17) that the impact of $m$ is weaker than $n$. When $m=10$ and the torsion angle is $5^{\circ}$, the torsion angle error as a function of the fringe length is shown in Fig. 7.

From Fig. 7, it is found that the theoretical value matches well with the simulated value. In Fig. 7, when the fringe length is 700 pixels, the error is less than 5 angular seconds, but this value is achieved when the fringe length is 1000 pixels with the single fringe target. Meanwhile, the error is less than 1 angular second with the fringe length of 1000 pixels in Fig. 7, and this result is achieved when the single target fringe length is 2000 pixels. It is demonstrated that the fringe array not only increases the detection precision but also reduces the requirement of the detector array resolution.
To demonstrate the precision of the fringe array torsion angle detection, an optical system is established as shown in Fig. 8. This system is composed of three parts: the projection unit, the receiving unit, and the autocollimator. In the projection unit, the fringe array target is installed in the focal plane of the collimated lens, with the clear aperture of 100 mm . The fringe array target is illuminated by a light-emitting diode (LED), with the wavelength of 680 nm . In the receiving unit, a charge coupled device (CCD), Prosilica GE1050, with 8-bit read out image and $1024 \times 1024$ (pixels) resolution, is installed in the focal plane of the convergent lens, whose clear aperture is the same as that of the collimated lens, thus the CCD captures the fringe array image projected by the projection unit. The torsion angle is calculated by the captured fringe array image, containing ten fringes with the length of 700 pixels. A mirror is installed in the receiving unit, and the optical axis of the mirror is perpendicular to that of the receiving unit. Thus the pitching angle of the mirror reflects the rolling deformation of the receiving unit. The autocollimator, TRIOPTICS TriAngle 1000-115 with the accuracy better than 0.2 angular second, is aligned in front of the mirror, to measure the practical pitching angle of the mirror. The errors of the fringe array detected torsion angle are given by the differences between the measured values by the fringe array and the ultrahigh precision autocollimator, ensuring the reliability of the experiment.

The experiments were performed in the hallway, with 20 m distance between the projection unit and the receiving unit. The optical path was protected by a pipe. The receiving unit was installed in a simulation platform to simulate the rolling deformation. The rolling deformation ranged from -150 to 150 angular seconds in our experiment, which is suitable to simulate the rolling deformation in a large structure. The rolling deformation was detected by the fringe array and autocollimator at the same time, and the experimental results are shown in Fig. 9.
It is shown in Fig. 9(a) that the torsion angles detected by the fringe array and the autocollimator match well


Fig. 8. Experimental measurement system.


Fig. 9. The experimental results. (a) The torsion angle detected by fringe array and the autocollimator, (b) the torsion angle error detected by the fringe array. The detected value and the mean value of the errors are denoted by the blue line with circles and the green dash dotted line respectively.
with each other. From Fig. 9(b), it is demonstrated that the mean error and the root mean square of the torsion angle are -0.8 and 2.1 angular seconds respectively.

In conclusion, torsion angle is the most difficult to be precisely detected in the optical 3D angular deformations detection. Fringe array is proposed in this letter as the cooperated target to detect the torsion angle precisely. The structure of the optical system can be simplified by this target, and numerical simulation shows that the precision is as good as those of the complex moire fringe and 3 D target. It is also demonstrated that the fringe array not only increases the precision, but also reduces the requirement of the detector array resolution, compared with a single fringe target. Experiments confirmed that this method achieved a high precision at the magnitude of angular second which matches well with the numerical simulations. Furthermore, the fringe array contains more information than a single fringe, thus the aberration impact may be controlled by the special algorithm, i.e. the torsion angle can be calculated by the weighted average of the torsion angles of all the fringes in the array, leading a new approach to the precise torsion angle detection.
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